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Purpose: document the process for acquiring and building the NASA GEOS-5 model

1. Get an NCCS account.  See the separate document that details this process.

2. Get an account on sourcemotel. See the document that deals with obtaining and building the baselibs.

3. Build the baselibs.  See the document that deals with obtaining and building the baselibs.

4. Go to modelingguru for documentation on the download and install process. 

The modelingguru website is:

https://modelingguru.nasa.gov/clearspace/docs/DOC-1393
Once you are here, you will click on the link entitled “Building and Installing the GEOS5 AGCM”.

https://modelingguru.nasa.gov/clearspace/docs/DOC-1422
The system requirements document lists the following as necessary:

· Fortran90 (or later) compiler;

· C compiler

· MPI implementation compatible with the above compilers

· GNU make

· Perl - to run some scripts

· Latex - to produce documentation

For a linux system, it is recommended that either the PGI or absoft compilers be used. I am using Intel, and have compiled baselibs and MPICH using the Intel compilers (version 9.1.052). Notes on where to obtain MPICH can be found in the baselibs document. Note that, while GEOS5 is being ported to Intel compilers with version 10.1, it is currently necessary to use version 9.1.

The system requirements documents alludes to the necessity of a “BASEDIR”, that apparently contains libraries that will be linked to during compilation. These libraries will need to be installed prior to building the GEOS5.

5. Building the GEOS-5 on a non-NCCS system.

System details: Linux x86_64 (dual quad-core cpu Xeon X5355 2.66 GHz) with 32 Gb RAM. Output of uname -a: 

Linux <hostname> 2.6.18-53.1.14.el5 #1 SMP Tue Feb 19 07:18:46 EST 2008 x86_64 x86_64 x86_64 GNU/Linux

5a. Set environment variables

Prior to building the code, the following environment variables must be set:

export ESMF_COMM=mpich
export ESMADIR=<PATH TO SOURCE>/GEOSgcm

export BASEDIR=<PATH TO BASELIBS DIRECTORY>

export LD_LIBRARY_PATH=${LD_LIBRARY_PATH}:${BASEDIR}/Linux/lib

export LD_LIBRARY_PATH=${LD_LIBRARY_PATH}:${ESMADIR}/Linux/lib

export GEOSUTIL=${ESMADIR}/src/GMAO_Shared/GEOS_Util

export ESMA_FC=ifort

export FC=ifort F77=ifort F90=ifort CC=icc CXX=icpc ESMA_COMPILER=intel ESMF_COMPILER=intel

export MPI_HOME=/usr/local/mpich
Also, the perl script “Assert.pl” must be renamed so that it will not be executed (noexec_Assert.pl works fine).

Now, adjust the ESMA config file so that it uses ifort and our precompiled mpich libraries. Change the following lines in Config/ESMA_arch.mk:

308:    ESMF_COMM=mpich

312:    INC_MPI = /usr/local/mpich/include

313:    LIB_MPI = -L/usr/local/mpich/lib -lmpich -lpmpich++ -lfmpich -lmpichf90 -lmpichfsup -lmpichf90nc
317:    LIB_SCI :=

340:    LIB_SYS += -lunwind

358:    LIB_SYS += -lstdc++

Once this is done, cd to <GEOS installation directory>/src/ and issue the command:

make install

As of right now, the compile fails in the GEOS_Util/post/ directory with undefined references to MPI routines. However, if you edit <GEOS installation directory>/src/GNU_Makefile lines 40-41 to exclude the GMAO_Shared directory:

ALLDIRS = Config            NCEP_Shared \

          GEOSgcs_GridComp  Applications

and then recompile, you will get the model executable (GEOSgcm.x) in the <GEOS installation directory>/Linux/bin/ directory. As of right now (24 April 2008), however, the model produces a segmentation fault with an undefined reference to libsz.so.2… The error message is:

mpirun -p4pg machs.tyr6 ./GEOSgcm.x

/home/dposselt/Numerical_Models/GEOS5/exp1/GEOSgcm.x: error while loading shared libraries: libsz.so.2: cannot open shared object file: No such file or directory
